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Abstract

We introduce a paraphrase generation system
that can control and adjust several linguistic at-
tributes of input text. Given a sentence and
a desired level of linguistic complexity, the
model can generate multiple paraphrases that
preserve the meaning while satisfying the spec-
ified level of linguistic complexity. To ensure
high-quality outputs, our approach interpolates
the embedding of linguistic indices to locate
the closest and most achievable set of indices
suited to the target complexity level. Applica-
tions of linguistic conversion are diverse and
impactful. It can make text accessible to ev-
eryone, including those with low literacy skills,
cognitive or learning disabilities, aphasia, or de-
mentia; enables personalized communication;
serves as a research tool for linguists and NLP
researchers; and facilitates second language
learning by adjusting text complexity based on
learner’s proficiency level. The system is avail-
able at https://mohdelgaar-lingconv.hf.
space, and a two-minute video demo is avail-
able at https://youtu.be/Evs5dwpT4Jc

1 Introduction

Controllable generation is the task of generating
text that conforms to a given set of attributes,
such as sentiment, formality, negation, and tox-
icity (Jin et al., 2022). Applications of control-
lable generation include text simplification (Lee
and Lee, 2023b,a; Vajjala and Lučić, 2018; Zhang
and Lapata, 2017; Xu et al., 2015), toxicity con-
trol (Zheng et al., 2023; Zhang and Song, 2022; Liu
et al., 2021), emotion and topic control (Yang et al.,
2023), and personalized dialog generation (Huang
et al., 2023b; Niu and Bansal, 2018).

Existing methods have been developed and
tested to control up to three attributes. However,
increasing the number of control attributes poses
a major challenge to approaches that use prefix-
tuning of large language models (Bandel et al.,

2022) or employ separate discriminators for each
attribute (Keskar et al., 2019; Lyu et al., 2021;
Dathathri et al., 2019; Krause et al., 2021; Yang
and Klein, 2021; Liu et al., 2022, 2023).

We develop a system for compositional control
of a set of 40 linguistic attributes, covering lexical,
syntactic, and discourse attributes. This system is
capable of generating paraphrases of a given source
text with varying levels of linguistic complexity.
Moreover, it can generate text that exhibits specific
user-specified linguistic characteristics, useful for
personalized communication, and language learn-
ing and development.

Our system, named LINGCONV, extends a T5
encoder-decoder model (Raffel et al., 2020) with
an attribute control approach that integrates lin-
guistic complexity into the decoding process. The
model’s training leverages two key training objec-
tives to guide the generation process: translation
cross-entropy loss, and linguistic discriminator loss.
This enables the model to generate text that adheres
to specified linguistic complexity levels while main-
taining semantic consistency.

From a technical perspective, LINGCONV bene-
fits from a quality control mechanism in the gener-
ation process to ensure high-quality outputs. Since
not all combinations of linguistic indices are fea-
sible, it interpolates the embeddings of linguistic
indices to identify the closest and most achievable
set of indices for generating a target text. This
interpolation process iteratively adjusts the target
linguistic indices until the generation is in proxim-
ity to the desired linguistic attributes. This mecha-
nism enforces the generation to closely align with
the target indices, even for incoherent or complex
specifications of linguistic indices.

LINGCONV offers a range of advanced features
and functionalities to provide users with greater
control and flexibility over the generation process.
Figure 1 illustrates the layout of the system. Users
can choose from three distinct paraphrase genera-
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Step 1: Select the paraphrase generation
mode.

Step 2: Choose approximate (faster) or
exact indices.

Step 3 (optional): Display intermediate
sentences of the quality control algorithm.
Step 4: Choose an example or input a
sentence.

Step 5: Choose the number of generated
paraphrases.

Step 6: Click Generate.

Figure 1: Layout of LingConv. The system offers three modes of generation: (a): Randomized paraphrase generation,
(b): Paraphrase copying the attribute of an additional input sentence, (c): Controlled paraphrase generation with
fine-grained control of linguistic attributes. The figure displays the functionality of mode (a).

Source Text Paraphrases

Do people still believe in demonic possession?
Is there any real faith in demonic possession?
Why do some people still believe in demonic possession?
What’s the best way to believe in demonics?

What do I do to increase my height?
What should I do when I want to increase my height?
How do I increase my height?
"What are the ways to increase "height"?"

When is the iPhone 7 coming out?
What is the new year iphone 7 release?
What is the next posible release for iPhone 7?
Will there be an iPhone 7 or something?

Table 1: Examples of three source sentences, and three paraphrases generated by LINGCONV for each source.

tion strategies: Randomized Paraphrase Genera-
tion, Complexity-Matched Paraphrasing, and Man-
ual Linguistic Control. Additionally, the system
allows users to select between exact or approxi-
mate linguistic index computation, which is used
in interpolation and the manual setting of linguis-
tic attributes. The system provides the option to
show the intermediate sentences generated during
the quality control process, enhancing transparency
and interpretability.

As linguistic complexity indices, we consider
lexical, syntactic, as well as a diverse set of seman-
tic, discourse, and traditional linguistic indices. We
extract these indices using multiple sources devel-
oped by Lu (2010, 2012) and Lee and Lee (2023a).

Their extensive coverage of linguistic attributes en-
ables our system to produce highly nuanced para-
phrases of given source texts.

To the best of our knowledge, LINGCONV is
the first system designed to generate paraphrases
with specific linguistic complexity levels while pro-
viding fine-grained control over a wide range of
linguistic indices within the generated text. Thus,
it not only enhances paraphrase generation but also
reshapes the way users can manipulate and under-
stand linguistic complexity. We note that there
are several approaches that can generate syntacti-
cally diverse paraphrases of a given sentence by
altering its syntactic form. For example, the work
by Huang et al. (2023a) rotates the abstract mean-
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ing representation (AMR) tree, Goyal and Durrett
(2020) reorders the segments in a sentence parse
tree, and Iyyer et al. (2018) uses templates of con-
stituency parses to generate the target sentence.
LINGCONV accounts for various aspects of con-
trolled linguistic generation, including lexical, syn-
tactic, semantic, and discourse aspects.

2 System Architecture

2.1 Model

We employ a T5-Base (Raffel et al., 2020) encoder-
decoder model augmented with a linguistic com-
plexity control approach to perform complexity-
controlled paraphrase generation. Given a dataset
D = {s, t} of paraphrase source and target pairs
s and t, we compute the linguistic indices of the
source ls and target lt. We create a linguistic em-
bedding layer h(l) = Rk → Rdmodel , where k is
the number of linguistic indices, and dmodel is the
input embedding dimension of T5. These linguistic
embeddings enhance the decoding process through
element-wise addition to the decoder inputs.

The model is trained using two objectives. First,
the translation loss from source to target para-
phrases using cross-entropy. Second, a linguis-
tic discriminator loss. Using a differentiable pre-
trained classifier of linguistic indices, we minimize
the mean squared error (MSE) between the indices
of the generated text and the target indices. The
two losses work together to achieve generations
that adhere to the target linguistic indices while
conserving the semantics as much as possible.

2.2 Generation Quality Control

Since not all user-specified linguistic index combi-
nations are feasible (such as requesting a sentence
of “length” 5 with 10 “unique words”), LINGCONV

implements a quality control approach for the gen-
eration process. To ensure high-quality outputs, it
interpolates the embedding of linguistic indices to
locate the closest and most achievable set of indices
for the given target.

The system generates a candidate output and
compares the embedding of its linguistic indices
against the embedding of the target linguistic in-
dices. If the two embeddings are not close enough,
the target linguistic indices are replaced with the
midpoint between the indices of the generation and
the original indices. This process is iteratively re-
peated until the linguistic indices of the generated
text are close to the target linguistic indices. As

mentioned before, users have the option to manu-
ally specify desired linguistic complexity by pro-
viding target indices. If these indices are incoher-
ent, more interpolation steps will be needed until
convergence. This process further enforces the gen-
eration to be close to the given target indices.

3 Features and Functionalities

LINGCONV offers three generation strategies:
Randomized Paraphrase Generation, Complexity-
matched Paraphrasing, and Manual Linguistic Con-
trol. Moreover, it offers the choice to use exact or
approximate linguistic indices computation, used
in interpolation and in the manual setting of linguis-
tic indices, and the option to show the intermediate
sentences generated during quality control.

The linguistic indices we use are extracted from
three sources: lexical indices developed by Lu
(2012), syntactic indices by Lu (2010), and a di-
verse set of semantic, lexical, discourse, and tradi-
tional indices by Lee and Lee (2023a).

3.1 Randomized Paraphrase Generation

The Paraphrase Generation feature provides a
straightforward yet powerful way to generate mul-
tiple paraphrases of a given source sentence. Users
begin by inputting the source sentence and indicat-
ing the desired number of paraphrases to be gener-
ated. The system then employs its linguistic indices
sampling and text generation algorithm to generate
a set of distinct paraphrases, each adhering to a
unique set of target linguistic indices.

LINGCONV employs a large-scale repository of
precomputed linguistic index sets. These sets, ex-
tracted from the training dataset, encompass a wide
spectrum of linguistic attributes. By randomly se-
lecting index sets from this collection, the system
ensures that the generated paraphrases carry diverse
linguistic characteristics. Table 1 shows examples
of paraphrases generated by LINGCONV using the
randomized paraphrase generation option.

3.2 Complexity-matched Paraphrasing

Give a source sentence and a reference sentence.
The model extracts the linguistic indices from the
reference. Utilizing these extracted indices as a
guide, the system generates a paraphrase of the
source sentence that mirrors the linguistic attributes
of the reference. This form of textual style transfer
enables users to seamlessly adapt their content to
match a specific style or level of complexity. It is
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Step 1: Input the source sentence.

Step 2: Input the sentence to match its style.
Step 3: Click Generate.

Final: Output Alternative: Second example
with a different style.

Figure 2: Style-matched paraphrase generation. This mode allows the generation of a paraphrase that copies the
attributes of an additionally given sentence. In the example, the source sentence is "What are some ways to cash
a check?", and two example generations are shown, where an alternative sentence is supplied to copy the target
attributes from. The model generates paraphrases that hold the attributes of the supplied sentence.

Figure 3: The third mode of using the system is by manually inputting the desired target attributes, and generating
a paraphrase that holds those attributes. This allows for fine-grained control over the linguistic attributes of the
generation.

a valuable tool for authors, marketers, communi-
cators, and clinicians looking to tailor their text to
distinct audiences or contexts while maintaining
semantic coherence. Figure 2 displays an example
of using this mode.

3.3 Manual Linguistic Control
For precise control over generated text, users have
the option to manually input specific values for tar-
get linguistic indices. Upon entering these values
into the provided table, see Figure 3, the system
generates a paraphrase in accordance with the de-
fined indices. To facilitate the manual setting of
linguistic values, the system offers a set of useful
tools. These tools can be accessed by clicking on
the "Tools to assist in setting linguistic indices"
prompt within the user interface. As illustrated in
Figure 4, The tools provide the following features:

• Computing/Estimating Linguistic Indices:
This tool aids users in calculating or estimat-
ing the linguistic indices of a given source or

reference sentence.

• Copying Indices: Users can copy indices
from the source column to the target column.
This streamlined process is particularly use-
ful for making incremental adjustments to the
source indices.

• Adding and Subtracting Noise: This feature
serves a dual purpose: altering the source text
through incremental noise addition and gen-
erating slight variations of the existing output
by introducing minor noise perturbations.

By offering both automated and manual mech-
anisms for complexity-controlled text generation,
LINGCONV enhances paraphrase generation and
reshapes the way users can control, manipulate and
understand linguistic complexity.

4 Data and Evaluation

We train and evaluate our model using the com-
bination of three datasets that consist of semanti-

4



Figure 4: In the manual setting of target attributes, the system provides a set of tools to aid the user. The user may
load a pre-existing set of attributes randomly, or extract them from a given sentence, or copy them from the source
sentence. These attributes may be used as a starting baseline as particular linguistic indices are modified.

Source Text Intermediate Texts for each Paraphrase

Why do some people still believe in demonic possession?
1. Why do people still believe in demonic possession?
2. Why do some people still believe in democratic possession in 2016?
→ Why do some people still believe in demonic possession?

What do I do to increase my height?

1. What do I do to increase my height? If yes, then what should I do that will
help me to increase my height?

2. What do I do to increase my height after I have already crossed her?
3. What should I do if I want to increase my height after I already have ended?
4. What should I do if I have gained some height but I don’t think so?
5. What should I do if I want to increase his height?
6. What should I do if I want to increase myself?
→ What should I do when I want to increase my height?

What do I do to increase my height?

1. What is the best way to "make" your height?
2. What are the best ways to increase "height"?
3. What are the ways to get "attractive"?
→ What are the ways to increase "height"?

Table 2: Example intermediate texts iteratively generated at inference time using the quality control approach for
text generation. Arrows (→) indicate the final step in the iterative generation process.

cally equivalent pairs of sentences: The Microsoft
Research Paraphrase Corpus (MRPC) (Dolan and
Brockett, 2005), The Semantic Textual Similarity
Benchmark (STS-B) (Cer et al., 2017), and The
Quora Question Pairs1.

We evaluate the quality of generation us-
ing two quantitative metrics of text genera-
tion, BLEU score (Papineni et al., 2002) and
BERTScore (Zhang et al., 2020), one metric of
controllable text generation, the mean squared er-
ror (MSE) between normalized linguistic indices
of the generated text and target, and a qualtitative
human evaluation of generated paraphrase valid-
ity; if the generation is a true paraphrase of the
source. We compare our model with a Vanilla
T5 (Raffel et al., 2020) that we fine-tune on our
datasets, and Quality Controlled Paraphrase Gen-
eration (QCPG) (Bandel et al., 2022), a model for
attribute-controlled paraphrase generation. Qualita-
tive evaluation is performed only on LingConv and

1https://quoradata.quora.com/
First-Quora-Dataset-Release-Question-Pairs

QCPG. Results in Table 3 shows that the attribute
control of LINGCONV is 40% more accurate than
the baseline, while being comparable in semantic
equivalence. We attribute this higher performance
to the effective use of linguistic complexity indices
in the decoding phase of LingConv.

Table 2 presents examples of intermediate text
outputs generated at inference time during the inter-
polation process for quality control of the generated
texts. These results provide a clear illustration of
the step-by-step generation process that progres-
sively moves towards generating target sentences
that meet desired levels of linguistic complexity.

5 Conclusion

We developed a new text conversion system, LING-
CONV, which offers a range of features and func-
tionalities for complexity-controlled text genera-
tion. Through the careful integration of linguistic
indices and model architecture, LINGCONV pro-
vides users with the tools to generate text that ad-
heres to both specific and diverse linguistic com-
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Model BLEU ↑ BERTScore ↑ Indices MSE ↓ Paraphrase Validity ↑
Vanilla T5 38.6 94.2 6.86 -
QCPG 48.1 94.9 4.92 81.3%
LingConv 56.6 95.6 2.96 77.3%

Table 3: LingConV performance against Vanilla T5 and QCPG baselines.

plexity levels.
The system’s paraphrase generation feature al-

lows users to create a variety of paraphrases that
align with distinct linguistic characteristics. By
drawing from a vast collection of precomputed lin-
guistic index sets, LINGCONV can generate of lin-
guistically diverse paraphrases. Furthermore, the
complexity-matched paraphrasing feature allows
users to seamlessly transform the linguistic style of
their texts. This functionality is particularly useful
for tailoring content to specific contexts or audi-
ences while preserving the underlying meaning.

Comparative evaluations against a recent con-
trolled generation baseline and the vanilla T5
model, across several evaluation metrics, and the
accuracy of generated linguistic indices verify the
reliability and effectiveness of LINGCONV.
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